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Our research focuses on the role of explanations in preventing errors and increasing trust in algorithmic decision-making. The question of when and what kind of explanation might be required of algorithmic decision-making systems is urgent: details about a potential “right to explanation” were debated in the most recent revision of the European Union’s General Data Protection Regulation (GDPR) [1, 2]. While the ultimate version of the GDPR only requires explanation in very limited contexts, we expect questions about explanations to be important in future regulation of algorithmic decision-making systems. In particular, there exist concerns that explainable algorithmic decision-making systems would be so difficult to engineer that legally requiring explanation would stifle innovation; that explanation would come at the price of some other performance objective, such as decreased system accuracy; and that explanation would force trade secrets being revealed [3, 4].

For the purposes of this whitepaper, when we discuss explanations, we shall mean ex post human-interpretable descriptions of the process by which a decision-maker took a particular set of inputs and reached a particular conclusion [2]. When it comes to human decision-makers, we often want an explanation when someone makes a decision we do not understand or believe to be suboptimal [5]. For example, was the conclusion accidental or intentional? Was it caused by incorrect information or faulty reasoning? The answers to these questions permit us to weigh our trust in the decision-maker and to assign blame in case of a dispute. But although there are many circumstances in which we might want an explanation, or even feel we are owed one, the circumstances in which a decision-maker is legally obligated to provide an explanation are more limited. Accordingly, we examine why explanations for some human decisions, but not others, are required by law and whether the same criteria can be applied to explanations for algorithmic decisions.

There are two primary reasons there is no general legal right to an explanation from a human decision-maker. First, generating explanations takes effort that could be spent on other productive endeavors. Second, requiring an explanation for a decision may negatively affect the decision-making process. For example, in the U.S. legal system, juries are not required to explain their decisions, in part because public accountability could bias jurors in favor of making popular but legally incorrect decisions. [6]. Accordingly, legal requirements to generate an explanation are limited to situations where there is social utility to knowing how a decision was made. Specifically, there must be some value to knowing if the decision was made erroneously, for example, to provide compensation for a past harm or to improve future decision-making [7].

When, then, is explanation currently required? In most cases, before any legal right to an explanation can be invoked, there must be some evidence that an error occurred in the decision-making process. The amount and type of evidence required to trigger a right to an explanation—what in the legal system is called meeting the burden of production—is based on a number of factors. One is the significance of the decision. In most racial or gender discrimination litigation, the plaintiff must plausibly allege that the decision-making process was intentionally biased before the defendant is required to present a competing explanation [8]. But in certain circumstances, such as criminal jury selection, employment, or access to housing, showing that the results of the decision disproportionately exclude a particular race or gender is enough to shift the burden of explanation on the decision-maker [9, 10]. Criminal sentences, commonly regarded as one of the most important decisions a court can make, must be accompanied by an explanation even where there is no evidence of impropriety—although the level of detail required varies between jurisdictions [11].

There are other reasons an explanation may or may not be legally required in a given case. If a person...
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has the ability and incentive to make a decision in a way that is personally beneficial but socially harmful, the law may require an explanation without proof of injury. This is the case with many European corporate disclosure laws [12]. Policy goals like risk allocation also enter the equation. Under U.S. law, a person injured as a result of a poor product design decision can recover damages without showing how that decision was made or even that it was intentional. The intent of this strict-liability system is to place the burden of inspection on manufacturers, who presumably have the resources and expertise to do so, rather than consumers [13]. There are also social norms at play. One prominent example is the recent transition away from divorce laws that required spouses to given an explanation for separating [14].

In short there are numerous factors that affect whether the legal system requires human decision-makers to explain their decisions. Some of these factors might apply equally to humans and algorithms. Other factors will not: humans and algorithms have different strengths and weaknesses when it comes to generating explanations. For example, humans can be asked for ex post explanations at whatever level of granularity is desired, without any additional work up front. That is, we can easily ask a human to refine their explanation or provide additional details in an interactive fashion. As a result, it is generally reasonable to only demand an explanation after an injury has occurred and evidence of improper decision-making has been uncovered. On the other hand, human-generated explanations may be inaccurate. Humans are susceptible to making decisions for one reason and then generating an explanation based on a different reason after the fact—even if they do not realize they are doing so [15].

In contrast, algorithmic decision-making systems can provide reproducible explanations, ones that remain consistent and accurate under refinements. They do not suffer from social pressures, so exposing their inner workings may be less problematic in some situations. That said, we emphasize that explanation is not transparency. Just as the explanation from humans does not entail knowing the flow of electrons through their synapses, explanation from algorithmic decision-making systems should not require exposing the flow of bits through the software and hardware. Explanation in legal settings, as we noted above, is always about checking factors that might help validate whether a process was performed appropriately or erroneously (and if erroneously, to whom to assign blame).

Providing human-interpretable explanations from algorithmic decision-making systems, akin to the kinds of explanation that are currently required from humans, will require surmounting some (we believe feasible) technical challenges. In particular, while human and algorithmic decision-makers have, to some extent, similar forms of logic, they have vastly different vocabularies: electronic systems deal in pixels and characters, while humans deal in higher-level concepts about objects and ideas. To provide explanation, algorithmic decision-makers have to be designed or trained to learn mappings between their inputs and these higher level concepts. Each concept will likely require its own development, training, and validation processes. Thus, unlike humans, algorithmic decision-making systems may require a very large, often impractical, effort to generate an explanation after the fact that it was not designed to provide in advance. At least for the moderate future, then, we will have to decide what explanations are necessary, and what they should contain, before an algorithm starts making decisions.

Before concluding, we also note that explanation is only one way to hold algorithmic decision-making systems accountable. As described above, it is most appropriate when a process must be understood to ascertain whether any wrong-doing has occurred. In other cases, we may be able to prove that a system is functioning correctly (e.g. encryption or voting systems) or rely or empirical evidence (e.g. a pattern of car accidents may be sufficient to ascertain faulty engineering without understanding the underlying cause).

Thus, the question of algorithmic trustworthiness is more complicated than a binary choice between systems that generate explanation or systems that do not. Just as with human decision-making, there are a variety of factors that affect the necessity or desirability of an explanation in a particular context. Universal explicability is not necessarily a desirable characteristic of algorithmic decision-makers, but rather should be determined based on the needs, costs, and benefits of the case at hand. That said, we believe that it is reasonable, and technically feasible, to ask explanation from algorithms in many of the current contexts in which we ask explanations of humans—though we should be open to the possibility that algorithms should be legally required to generate explanations in situations where humans are not, and vice versa.
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